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Kubeflow Pipelines
 Containerized implementations of ML Tasks

 Pre-built components: Just provide params or code snippets  
(e.g. training code)

 Create your own components from code or libraries
 Use any runtime, framework, data types
 Attach k8s objects - volumes, secrets

 Specification of the sequence of steps
 Specified via Python DSL
 Inferred from data dependencies on input/output

 Input Parameters
 A “Run” = Pipeline invoked w/ specific parameters
 Can be cloned with different parameters

 Schedules
 Invoke a single run or create a recurring scheduled pipeline



Define Pipeline with Python SDK
@dsl.pipeline(name='Taxi Cab Classification Pipeline Example’)
def taxi_cab_classification(  output_dir,

project,
Train_data = 'gs://bucket/train.csv',  
Evaluation_data = 'gs://bucket/eval.csv',

Target  
Learning_rate

= 'tips',
= 0.1, hidden_layer_size = '100,50’, steps=3000):

= TfdvOp(train_data, evaluation_data, project, output_dir)
= PreprocessOp(train_data, evaluation_data, tfdv.output[“schema”], project, output_dir)

tfdv  
preprocess  
training

tfma  
deploy

= DnnTrainerOp(preprocess.output, tfdv.schema, learning_rate, hidden_layer_size, steps,  
target, output_dir)

= TfmaOp(training.output, evaluation_data, tfdv.schema, project, output_dir)
= TfServingDeployerOp(training.output)

Compile and Submit Pipeline Run

dsl.compile(taxi_cab_classification, 'tfx.tar.gz')  run = client.run_pipeline(
'tfx_run', 'tfx.tar.gz', params={'output': ‘gs://dpa22’, 'project': ‘my-project-33’})



Visualize the state of various components



Pipelines versioning

Pipelines lets you group and manage multiple versions of a pipeline.



Artifact Tracking

Artifacts for a run of  
the “TFX Taxi Trip”  
example pipeline. For  
each artifact, you can  
view details and get  
the artifact URL—in  
this case, for the  
model.



Lineage Tracking
For a given run, the Pipelines Lineage Explorer lets you view the history  
and versions of your models, data, and more.



Kubeflow Pipeline Architecture



Kubeflow Pipeline Architecture



Goals
• Demonstrate that Watson can be used for end-end AI lifecycledata prep/model training/model risk  

validation/model deployment/monitoring/updating models

• Demonstrate that the full lifecycle can be operated programmatically, and have Tekton as a backend  
instead of Argo



Pipeline: Train the model and monitor with OpenScale



Tekton
 A PipelineResource defines

an object that is an input
(such as a git repository) or an
output (such as a docker
image) of the pipeline.

 A PipelineRun defines an
execution of a pipeline. It
references the Pipeline to run
and the PipelineResources to  
use as inputs and outputs.

 A Pipeline defines the set
of Tasks that compose a
pipeline.

 A Task defines a set of build
Steps such as compiling code,
running tests, and building
and deploying images.
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 The Tekton Pipelines project  
provides Kubernetes-style  
resources for declaring CI/CD-  
style pipelines.

 Tekton introduces several new  
CRDs including Task, Pipeline,  
TaskRun, and PipelineRun.

 A PipelineRun represents a  
single running instance of a  
Pipeline and is responsible for  
creating a Pod for each of its  
Tasks and as many containers  
within each Pod as it has Steps.
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KFP – Tekton Phase Two
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Kubeflow Pipelines with Tekton: Delivered
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DSL features implemented



Pipeline samples we are running

Open Source Dojo 17

https://github.com/kubeflow/kfp-tekton/blob/master/samples/  
README.md
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Same KFP Experience: DAG, backed by Tekton YAML
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Same KFP Exp: Logs, Lineage Tracking and Artifact Tracking
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End to end Kubeflow Components : With KFP-Tekton



Compiled Pipelines on Tekton

23



Running Pipelines on Tekton
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DEMO



Future: KFP – Tekton Phase Three
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Useful Links
Main Open Source Github Repository:  
https://github.com/kubeflow/kfp-tekton

IBM internal Slack channels  #kfp-tekton
#kubeflow

The Kubeflow external Slack workspace is  kubeflow.slack.com

To join, click here  
https://join.slack.com/t/kubeflow/shared_invite/zt-cpr020z4-  
PfcAue_2nw67~iIDy7maAQ


